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A B S T R A C T

Comprehending multi-party dialogue generation poses a challenge due to intricate speaker interactions, where
multiple participants engage in a dynamic exchange of questions and responses, assuming diverse roles such as
speaker, receiver, and observer, with these roles evolving across conversational turns. Most existing research
on multi-party dialogue generation only considers semantic information contained in each sentence and does
not take into account the dialogue flow information implicit in multi-role interaction, leading to difficulties
in accurately understanding the dialogue state in multi-party dialogue. To fill these gaps, we introduce an
information fusion based approach for Multi-party Dialogue Generation named ChatMDG, which integrates
role interaction into a semantic-enriched graph with context-based embeddings to cooperatively capture both
global and local information in multi-party dialogue. Specifically, we proposes a graph-based network to
represent the complex role-interaction dialogue structure for discourse parsing and then designs the dialogue
flow encoding method to fuse role-interaction information with semantic states effectively. Furthermore,
ChatMDG presents interaction strategies to correspondingly generate reactive and proactive utterances based
on the fused embeddings, which lead to more dialogue coherence and user engagement. Experimental results
show that ChatMDG significantly improves the accuracy of the multi-party response generation task, especially
in complex scenarios with multiple interactions.
. Introduction

Due to the widespread adoption of ChatGPT and other Large Lan-
uage Models(LLMs) [1], dialogue generation, a challenging task in
rtificial intelligence, has emerged as a prominent area of research in-
erest, leading to numerous valuable contributions and breakthroughs.
he goal is to generate natural language responses that can natu-
ally integrate into the dialogue interaction process [2]. Multi-party
ialogue, which involves two or more participants, allocates each
tterance to a specific role. The prevalence of multi-party dialogues
n various practical scenarios, such as social group chats, community
orums, and meetings, highlights the significance of researching tech-
ology for multi-party dialogue generation. This endeavor empowers
ialogue systems to comprehend the intricate interplay between diverse
oles and the unique developmental context inherent in multi-party
ialogues. Ultimately, advancing multi-party dialogue generation tech-
ology enables dialogue systems to respond effectively and judiciously
n multi-user interaction scenarios.

Navigating multi-party dialogues involves a complex interaction
ature, as participants can respond to any role, resulting in a concurrent
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dialogue flow represented as a graph-based network structure [3]. At
each time step, the nodes (roles) and edges (relations) in this graph
have the potential to influence the direction of future dialogue flow.
Therefore, how to fuse the role states is essential for the dialogue
system to track the multi-party dialogue states, comprehend the dia-
logue context, navigate system interaction, and generate a valuable,
satisfying response. However, existing multi-party dialogue models
continue to rely on sequential embeddings and frequently overlook
role-specific interactions [4]. Some approaches in the realm of multi-
party dialogue modeling adopt deep sequential or tree structures to
represent the dialogue context [5,6]. While these tree-based approaches
provide a structural representation of the conversation flow, they often
struggle to accurately capture the intricate and dynamic nature of the
dialogue state, impeding coherence and engagement in the multi-party
generation task.

Fig. 1 illustrates a multi-party dialogue generation scenario involv-
ing multiple users and the system. The key feature of this task is that
the system assumes the perspective of one of the roles in the dialogue
and interacts with the other roles. Firstly, the system must regulate its
vailable online 13 May 2024
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Fig. 1. Example Of Multi-party Dialogue Generation Task. The pink rectangles rep-
esent utterances generated by the System, while Speakers A and B represent users.
rrows represent the semantic relations of the System’s reply utterances, forming a
raph structure for multi-party dialogue.

nteraction mode due to the non-round-robin nature of interactions in
ulti-party dialogues. Roles selectively respond to utterances based on

heir relevance or interest. Secondly, To determine whether the system
an respond in the current turn, it must generate a response from the
erspective of its assigned role.

ChatMDG first parses the discourse structure of multi-party dialogue
nd represents it as a semantic-enhanced graph, which can enhance
he analysis and tracking of the dynamic role interaction based on the
onstructed graph. Then, the dialogue flow fused with role-interaction
nformation can be cooperatively encoded. Additionally, due to the
igher requirement for response diversity in chat-based dialogue sys-
ems, ChatMDG introduces a generative model based on deep neural
etworks for interaction strategy controller and response generation.
ur proposed approach not only fuses the intricate graph structure

nherent in multi-party dialogues but also incorporates an interaction
ontrol module, representing a significant contribution to enhancing
he overall effectiveness of multi-party dialogue generation.

We propose ChatMDG, an information fusion-based multi-party di-
logue generation model that incorporates discourse parsing graph
etworks. ChatMDG first parses the discourse structure of multi-party
ialogue and represents it as a semantic-enhanced graph, which can
nhance the analysis and tracking of the dynamic role interaction
ased on the constructed graph. Then, the dialogue flow fused with
ole-interaction information can be cooperatively encoded. Addition-
lly, given the increased demand for response diversity in chat-based
ialogue systems, ChatMDG introduces a generative model based on
eep neural networks for interaction strategy control and response
eneration.

In summary, our contributions are listed as follows:

• To tackle the challenges associated with encoding and generating
responses in the intricate framework of multi-party dialogues,
we introduce ChatMDG, an innovative approach grounded in
information fusion for multi-party dialogue generation.

• We innovatively introduce a discourse parsing graph fusion
method, designed to intricately capture the interplay of role
interactions within the dialogue flow, thereby significantly im-
proving the encoding and comprehension of multi-party dialogue
contexts.

• We incorporate a mediator module specifically designed for inter-
action control, this module ensures that conversations flow more
coherently and mimic the natural dynamics of human interaction
2

in complex multi-user scenarios.
• ChatMDG performs better on the Ubuntu IRC dataset, achieving
a state-of-the-art accuracy of 79.55% in the task of next role
prediction.

2. Related work

2.1. Multi-party dialogue

Multi-party dialogue, which involves multiple speakers engaging in
conversation, is a challenging and significant research area. Previous
studies have explored various aspects of multi-party dialogue.

Molweni first constructed a multi-party dialogue reading compre-
hension dataset with dialogue structural relations [7]; another work
proposed a new task of multi-party chat, where conversational agents
interact with humans and models in group settings, and developed a
new dataset MultiLIGHT for this task [8], SDMPED introduced a new
task of multi-party empathetic dialogue generation, where the goal is
to generate empathetic responses for multiple speakers with different
emotions [9], Shi proposed a deep sequential model for discourse pars-
ing on multi-party dialogues [10], SSA-GNN proposed a structured per-
ception model to analyze multi-party dialogue relations in a nonlinear
way [11], Chi used the matrix tree learning algorithm to construct the
correlation between utterances in multi-party dialogue [12], Thread-
Encoder model encoded multi-party dialogues by dividing them into
multiple linear utterances groups [13], The Structure aware sequence-
to-sequence models constructed an action-behavior graph based on the
basic dialogue structure graph to achieve better encoding of multi-party
dialogue [14]. GroundHog focuses on dialogue generation technologies,
particularly on how to effectively utilize multi-grained linguistic inputs
in multi-party dialogues [15]. Addlesee discusses the construction of
social robots capable of participating in multi-party dialogues using
LLMs [16]. SDS explores how patients, their companions, and social
robots engage in multimodal conversations within a hospital setting.
This study illustrates the implementation of a multi-party multimodal
dialogue system in a medical context, showcasing the potential of social
robots to facilitate communication and support in real-world healthcare
environments [17].

However, most of these studies do not provide a comprehensive and
general framework for multi-party dialogue, and cannot handle diverse
and complex situations [18]. The complexity of multi-party dialogue is
compounded by the need to manage various dialogue threads, under-
stand context shifts, and recognize the interplay of interaction cues and
norms.

2.2. Dialogue generation

Dialogue generation has been a key area of research in natural lan-
guage processing, aiming to create human-like conversations between
machines and humans. Existing methods for Dialogue Generation can
generally be divided into generation-based or retrieval-based methods.
COMEDY aims to enhance traditional retrieval-based dialogue systems
by better understanding dialogue history and grounding responses in
past conversational context [19]. Seq2Set2Seq introduces a two-stage
approach combining retrieval-based and neural generative methods
to enhance response relevance and diversity, particularly in social
media contexts [20]. Transformer-ED focus has been on knowledge-
grounded dialogue generation, where the aim is to enhance the fac-
tual accuracy and informativeness of responses by grounding them
in external knowledge sources [21]. Furthermore, IKA introduces a
plug-and-play retrieval-based framework designed to enhance LLMs for
knowledge-grounded dialogue generation, emphasizing the importance
of in-context learning [22]. A notable limitation inherent in retrieval-
based methodologies is their reliance on a pre-established repository of
potential utterances. This dependence often culminates in a constrained
diversity of generated responses, potentially stifling the dynamism and

spontaneity characteristic of human dialogues.
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Fig. 2. Architecture of ChatMDG. Discourse Parsing: Parses the structural and thematic facets of multi-party dialogues as a semantic-enriched graph; Role Interaction Analyzing:
Analyzes how different roles interact with each other, considering their dependencies and dynamics during the conversation; Role State Tracking: Dynamically monitors and captures
the current state of each role based on their interaction features; Dialogue Flow Encoding: Encodes the overall context and dynamics of the conversation by incorporating the
collective features of all roles; Interaction Mediating: Controls the interaction mode within the dialogue to facilitate smooth communication between roles; Response Generating:
Generates appropriate and contextually relevant response utterances based on the encoded dialogue flow and guidance from the mediator.
In contrast, generative models based on deep learning can effec-
tively solve these problems. Iulian and Alessandro used a hierarchi-
cal encoding model to encode individual utterances and the overall
dialogue. Based on this method [23], HRAN combined word-level
attention mechanism and utterance-level attention mechanism in re-
sponse generation [24]. Another typical work strengthened the quality
of dialogue generation by using static and dynamic attention mech-
anisms [25]. DIALOGPT adapts the GPT-2 [26] architecture to learn
conversational patterns from a massive dataset of human-human dia-
logue exchanges, enabling it to generate human-like responses in a wide
range of conversational contexts [27]. A knowledge-augmented stylized
dialogue generation model aims to produce coherent and context-aware
dialogues that effectively emulate the desired style, making significant
contributions to the field of stylized dialogue [28]. Also, the role of
large pre-trained models in dialogue generation has been a significant
area of interest. These models have been adapted and fine-tuned for
specific dialogue generation tasks, leveraging their vast knowledge
bases and generative capabilities [29].

For multi-party dialogue generation research, there have been
retrieval-based methods in the past. [30] proposed a dynamic repre-
sentation method for role state representation. [31] proposed a speaker
interaction RNN to model dialogue role interactions. [32] used multi-
task learning to perform dynamic topic tracking and response selection
tasks in dialogue. In generation-based methods, [33] modeled dialogue
role states based on explicit reply relationships in group chat data. [34]
proposed a structured model for multi-party dialogue generation. [35]
then merged structured attention mechanisms into a variational re-
current neural network. [36] proposed an attention mechanism for
dialogue receivers based on the Transformer architecture for multi-
party dialogue generation. Another study explored the development
of a multi-party conversational social robot powered by LLMs. This
work aimed to enhance the interaction capabilities of robots in group
settings, making them more adaptable to multi-party dialogues [37].
Overall, The advancements in this field are driven by the need to better
understand and manage the intricacies of conversations involving mul-
tiple participants, making AI dialogue systems more adept at navigating
the complexities of human communication.

3. Problem formulation

A multi-party conversation, characterized by the involvement of
more than two participants, presents a complex and applied scenario
necessitating a comprehensive grasp of the contextual backdrop, iden-
tities of the speakers and addressees, as well as the thematic elements
3

underpinning the dialogue. One possible way to formulate the multi-
party conversation problem is to use a dependency model that repre-
sents the relations between utterances and speakers in a conversation
graph. In ReDE [38], An approach given a sequence of utterances
𝑈 =

{

𝑢0, 𝑢1,… , 𝑢𝑛
}

, each spoken by a speaker 𝑠
(

𝑢𝑖
)

, then a function
𝐼 (𝑖) that assigns the 𝑖𝑡ℎ token to its utterance can be defined. Then,
a dependency parser can be trained to predict the parent utterance
and speaker for each utterance in U based on the features of the
tokens and speakers. Another possible way to formulate the multi-
party conversation problem is to use a dynamic topic-tracking model
that selects the best response for a given context based on the topic
similarity between the context and the response. In Topic-BERT [32],
given a set of candidate responses 𝑅 =

{

𝑟0, 𝑟1,… , 𝑟𝑛
}

for a context
𝐶 =

{

𝑐0, 𝑐1,… , 𝑐𝑛
}

, each utterance in C and R can be encoded using
a pre-trained language model like BERT. Then, the topic similarity
between each pair of utterances in C and R can be computed using a
topic classifier. Finally, the response that has the highest average topic
similarity with the prevailing context is designated for selection.

The generation of multi-party dialogues represents a sophisticated
challenge, aimed at empowering dialogue systems to partake in in-
tricate conversations featuring a diversity of roles and a series of
conversational exchanges. Contrary to traditional human–machine in-
teractions, where the system alternates with a single user, multi-party
dialogues require a different interaction mode that adapts to the char-
acteristics of multi-role interactions. In particular, the system must
ascertain the necessity of a response, grounded in the pre-existing
dialogue trajectory, and contingent upon such a determination, craft
a response that is not only contextually pertinent but also aligns with
the specific role it embodies within the conversation. This task can be
formulated as follows:

finterpose =

{

1 SYSTEM in rolespred

0 SYSTEM not in rolespred
(1)

𝑟 = argmax
𝑟

log 𝑃 (𝑟 |𝐺 ,𝑆) =

argmax
𝑟

|𝑟|
∑

𝑘=1
log 𝑃

(

𝑟𝑘 ||𝐺<𝑘 , 𝑆
)

(2)

where 𝑓𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑠𝑒 determines the necessity of the system’s response
in the given dialogue turn, 𝑟𝑜𝑙𝑒𝑠𝑝𝑟𝑒𝑑 denotes the set of roles that are
suitable for dialogue response in the current turn, G encapsulates the
dialogue history in the current turn, and S represents the speaker,
which is the system role. The response 𝑟 is formulated autoregressively
and is manifested solely when 𝑓 equals 1.
𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑠𝑒
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In addressing this challenge, we introduce a novel generative model-
based neural network technology, that leverages graph structures to
model the reply relationships between multi-party dialogue utterances.
The possibility of multiple roles being suitable for dialogue response
within the same turn is also considered, and the interaction mode is
controlled through active and passive modes. Additionally, the dis-
tinct characteristics associated with the speaker’s role are meticulously
factored into the response generation process.

4. Multi-party dialogue generative model

In this study, we introduce ChatMDG, a neural network-based model
designed for generating multi-party dialogues, which harnesses the
discourse structure graph for enhanced dialogue generation. The ar-
chitecture of ChatMDG comprises an encoder and a decoder, with the
model’s structure depicted in Fig. 2. The encoding module ingests the
discourse structure graph, monitoring the distinctive identity features
of each participant within the dialogue. It subsequently generates state
vectors corresponding to each role, amalgamating these vectors to
encapsulate the dynamics of the dialogue flow. The decoding module,
predicated on the current state, adjudicates the appropriateness of
response generation at a given turn. Ultimately, the model synthesizes
a response utterance congruent with the perspective of each involved
role.

4.1. Discourse parsing module

Utterance Encoder. For a multi-party dialogue 𝐷 comprising 𝑛
rounds and 𝑚 distinct roles, the notation can be expressed as follows:

𝐷 =
{(

𝑢1, 𝑠1
)

,
(

𝑢2, 𝑠2
)

,… ,
(

𝑢𝑛, 𝑠𝑛
)}

(3)

𝑆 (𝐷) =
{

𝑠1, 𝑠2,… , 𝑠𝑚
}

(4)

where 𝑢𝑡𝑡𝑖 represents the utterance in the 𝑖𝑡ℎ round, 𝑠𝑝𝑘𝑗 denotes the
abel of the 𝑗𝑡ℎ role, and the pair (𝑢𝑡𝑡𝑖, 𝑠𝑝𝑘𝑗) signifies the utterance made
y role 𝑗 in round 𝑖. The notation 𝑆(𝐷) defines the set encompassing
ll roles present within dialogue 𝐷.

To encode each utterance 𝑢𝑡𝑡𝑖, an encoding layer is used first to
btain a contextualized word representation for every word within
he utterance, utilizing BERT [39] for this purpose. Subsequently, a
idirectional GRU layer is applied to learn a comprehensive vector
epresentation of the entire utterance. The last hidden states from both
irections are concatenated to yield the final utterance representation
𝑢
𝑖 .
Semantic-enriched Graph. In order to improve the model’s com-

rehension of multi-party dialogues, we propose a method that involves
nalyzing the discourse structure of the dialogue, dissecting the in-
ricate interplays between utterances and roles, and formulating a
iscourse structure graph. a Graph Attention Network (GAT) [40] is
tilized, facilitating a nuanced understanding of the dialogue’s archi-
ectural dynamics.

Initially, the encoding of the context utterances is computed. For
he 𝑖𝑡ℎ round of roles, the static embedding vector 𝑒𝑖 is derived from

an embedding matrix, Subsequently, a bidirectional GRU network is
employed to acquire the corresponding role vector ℎ𝑠𝑖 for each round
of dialogue round, formulated as ℎ𝑠𝑖 = 𝐵𝑖𝐺𝑅𝑈

(

𝑒𝑖
)

.
In this setup, the bidirectional GRU network concatenates outputs

contingent upon their positional context and amalgamates them with
utterance vectors to derive the encoding of the utterance unit, rep-
resented as 𝑢𝑖 =

[

ℎ𝑢𝑖 ;ℎ
𝑠
𝑖
]

. To achieve the context encoding of the
utterance 𝑢𝑖, multiple layers of a self-attention mechanism are applied,
formulated as 𝑢𝑖 = 𝑆𝑒𝑙𝑓𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛

(

ℎ𝑖
)

.
Then the input graph for the GAT is established, adopting the

structure of a fully connected graph. each utterance is designated as
a node, with the initial node representation 𝑣0𝑖 equated to ℎ𝑖. Regard-
ing the relational edges between nodes, two features are taken into
4
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account: 𝑟𝑠𝑖𝑗 denotes whether utterance 𝑖 and utterance 𝑗 originate from
the identical speaker, and 𝑟𝑑𝑖𝑗 signifies the relative positional distance
between utterance 𝑖 and utterance 𝑗. The initial representation of an
edge is articulated as 𝑟0𝑖𝑗 =

[

𝑟𝑠𝑖𝑗 ; 𝑟
𝑑
𝑖𝑗

]

.
In the 𝑙𝑡ℎ layer of the graph network, the representation of each node

is denoted as 𝑣𝑙𝑖, while the representation of each relationship edge in
the 𝑙𝑡ℎ layer is expressed as 𝑟𝑙𝑖𝑗 . In line with the methodology proposed
by Yang et al. [41], the operational mechanism of the GAT is divided
into principal phases: node feature aggregation and edge feature aggre-
gation. For each node, attention vectors pertaining to its adjacent nodes
and edges are computed independently and subsequently synthesized
via a mapping matrix, culminating in the derivation of the node feature
vector 𝑣𝑙𝑖 post the 𝑙𝑡ℎ layer within the graph attention network. Through
the intersection points of the adjacent edges, the feature information is
disseminated, facilitating the computation of the edge feature vector 𝑟𝑙𝑖𝑗
subsequent to the 𝑙𝑡ℎ layer. The node feature is computed as follows:

𝑣𝑙𝑖 = 𝑊 𝑣
𝑙 [

∑

𝑣𝑗∈𝑉 (𝑣𝑖)
𝛼𝑣𝑖𝑗𝑣

𝑙−1
𝑗 ;

∑

𝑟𝑖𝑗∈𝐸(𝑣𝑖)
𝛼𝑟𝑖𝑗𝑟

𝑙−1
𝑖𝑗 ] (5)

The edge feature is determined by:
𝑙
𝑖𝑗 = 𝑊 𝑟

𝑙 [𝑟
𝑙−1
𝑖𝑗 ; 𝛼𝑒𝑑𝑔𝑒𝑖 𝑣𝑙−1𝑖 + 𝛼𝑒𝑑𝑔𝑒𝑗 𝑣𝑙−1𝑗 ] (6)

where 𝑊 𝑣
𝑙 and 𝑊 𝑟

𝑙 represent the trainable parameter matrices for
he node and edge features respectively, 𝛼𝑣𝑖𝑗 and 𝛼𝑟𝑖𝑗 denote the attention
eights assigned to the current node in relation to its neighboring
odes and edges. 𝑉 (⋅) and 𝐸 (⋅) correspond to the sets of neighboring
odes and edges adjacent to the current node. In the context of each
elational edge, nodes 𝑖 and 𝑗 are identified as the nodes linked by the
dge, with 𝛼𝑒𝑑𝑔𝑒𝑖 and 𝛼𝑒𝑑𝑔𝑒𝑗 representing the attention weights allocated
o these nodes respectively.

Following 𝐿 iterations, the concluding feature vector for any given
elational edge is acquired as 𝑟𝐿𝑖𝑗 , with the multi-party dialogue struc-
ure conceptualized as a graph. Subsequently, a sigmoid function is
mployed to ascertain the relevance of each relational edge:

𝑐𝑜𝑟𝑒𝑖𝑗 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊 𝑆 [𝑟𝐿𝑖𝑗 ; 𝑟
𝐿
𝑗𝑖]) (7)

Where 𝑊 𝑠 denotes a learnable parameter matrix. a predefined
hreshold is applied to exclude edges of low relevance, thereby con-
tructing the discourse structure graph.

.2. Dialogue encoding module

Role State Tracking. Within the framework of multi-party dia-
ogues, utterances unfold sequentially across numerous rounds. Each
ound is initiated by a speaker delivering an utterance. Following Liu
t al. [33], the state of each speaker is updated by analyzing their
dentity characteristics. The roles within the dialogue are classified into
hree types: speaker, receiver, and observer. The ‘speaker’ refers to the
ntity responsible for generating each utterance, with the stipulation
f a singular speaker per round. The ‘receiver’ is designated as the
ntended recipient of each utterance, with the role associated with
he antecedent utterance within the discourse structure graph deemed
he receiver for the current utterance, acknowledging the possibility of
ultiple receivers. Conversely, the ‘observer’ encompasses any role that
oes not fulfill the criteria of being either the speaker or the receiver
n the dialogue context.

To encapsulate the feature propagation pertaining to the three roles
f speaker, receiver, and observer within the dialogue, three distinct
etworks are established: 𝐺𝑅𝑈𝑆𝑝𝑒𝑎𝑘𝑒𝑟, 𝐺𝑅𝑈𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑟 and 𝐺𝑅𝑈𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟.
he characteristics of both the speaker’s target and the current utter-
nce’s receiver are taken into consideration. For example, in the process
f updating the speaker’s feature, the receiver’s feature is integrated,
iven that the receiver’s role provides insight into the response to the

tterance. The state of each role is meticulously tracked through the
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Fig. 3. Multi-party dialogue topic linking. Local dialogue flow is defined as a graph
created by linking the utterance of the current turn to its parent node. Topic information
comprises a sequential aggregation of all utterances, encapsulating the central theme
of the current multi-party dialogue.

utterances of each round, with ℎ𝑢𝑡 representing the vector representa-
tion of the utterance in the 𝑡𝑡ℎ round. The dynamic role state 𝑠𝑡𝑖 of role
i during the 𝑡𝑡ℎ round of the dialogue is calculated as follows:

𝑠𝑡𝑖 =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝐺𝑅𝑈𝑆𝑝𝑒𝑎𝑘𝑒𝑟 (ℎ𝑢𝑡 ,
[

𝑠𝑡−1𝑖 ; 𝑠𝑡−1𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟
])

𝑟𝑜𝑙𝑒𝑖 𝑖𝑠 𝑠𝑝𝑒𝑎𝑘𝑒𝑟
𝐺𝑅𝑈𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑟

(

ℎ𝑢𝑡 ,
[

𝑠𝑡−1𝑖 ; 𝑠𝑡−1𝑠𝑝𝑒𝑎𝑘𝑒𝑟

])

𝑟𝑜𝑙𝑒𝑖 𝑖𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟
𝐺𝑅𝑈𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟

(

ℎ𝑢𝑡 ,
[

𝑠𝑡−1𝑖 ; 𝑠𝑡−1𝑠𝑝𝑒𝑎𝑘𝑒𝑟; 𝑠
𝑡−1
𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟

])

𝑟𝑜𝑙𝑒𝑖 𝑖𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑟

(8)

Where 𝑠𝑡−1𝑠𝑝𝑒𝑎𝑘𝑒𝑟 represents the state vector of the speaker role from
the 𝑡 − 1 round, which is assigned the same value due to the presence of
a singular speaker per round. The term 𝑠𝑡−1𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 signifies the cumulative
state of the receiver role in the 𝑡 − 1 round. Since there may be any num-
ber of receivers in each round, their respective vectors are averaged to
derive this composite state vector.

Graph Fusion Encoder. Multi-party dialogue usually involves mul-
tiple sub-dialogue flows, thereby bifurcating dialogue features into
two distinct segments: local dialogue flow information and dialogue
topic information. The local dialogue flow pertains to the dialogue
graph created by linking the utterances of the current round with their
parent node, manifesting as a divergent branch within the dialogue’s
evolution and encapsulating core-related information. The dialogue
topic represents the current theme of the multi-party dialogue. Despite
the intricate branching structure inherent in multi-party dialogues, it
often focuses on a theme. As shown in Fig. 3, the dialogue topic is
linked chronologically to convey the thematic features of the dialogue.

For each utterance, distinct vector representations are derived
{

ℎ𝑢1, ℎ
𝑢
2,… , ℎ𝑢𝑛

}

. Subsequently, 𝑆𝑝𝑘(𝑖) signifies the dialogue role for the
𝑖th dialogue round, and the utterance representation is amalgamated
with the role embedding 𝑠𝑖𝑆𝑝𝑘(𝑖) to form a novel representation for
each utterance unit ℎ𝑢1 =

[

ℎ𝑢𝑛; 𝑠
𝑖
𝑆𝑝𝑘(𝑖)

]

. For local dialogue flow, the
spatial structural information is represented by the discourse structure
graph, and the utterance feature is enhanced with the features of its
spatial neighbors. As illustrated in Fig. 3, Utterance 2 and Utterance 3
are two different responses to Utterance 1, and both utterances can
help to represent Utterance 1. Meanwhile, Utterances 2 and 3 may
have parallel semantic relationships. Therefore, as shown in Fig. 4, a
neighborhood attention mechanism is employed to secure the vector
representation ℎ̃𝑖 of the utterance.

Next, the temporal development process of the dialogue flow is
considered. Since the dialogue flow has a directed acyclic graph struc-
ture, each utterance is capable of simultaneously having an indefinite
5

Fig. 4. Spatial Structural Attention Mechanism. This architecture delineates the update
process for the target utterance 𝑖. The symbols 𝐶ℎ(𝑖) and 𝑃𝑎(𝑖) signify the collections
of sub-utterances (child utterances) and parent utterances.

number of parent and child utterances. Therefore, the DAG-GRU net-
work [42] is adopted to propagate the information of the dialogue flow.
A deep post-fusion function 𝑔 (⋅) is applied to extract the local dialogue
flow information 𝑢𝐹 𝑙𝑜𝑤

𝑖 corresponding to the 𝑖th round of the dialogue:

𝑢𝐹 𝑙𝑜𝑤
𝑖 = 𝑔

({

𝑢̃𝑗 |𝑗 ∈ 𝑃𝑎 (𝑖)
})

(9)

𝑢̃𝑗 = 𝐺𝑅𝑈
(

ℎ̃𝑖, 𝑢𝑗
)

, 𝑗 ∈ 𝑃𝑎 (𝑖) (10)

Where 𝑔 (⋅) represents the fusion function, and every edge within
the discourse structure graph is assigned a substantial weight 𝑠𝑐𝑜𝑟𝑒𝑖𝑗 ,
reflecting the significance of the utterance in relation to its parent
utterance.

To equip the dialogue generative model with the capability to
discern and select task-relevant features from a variety of parent ut-
terances, a fusion function is implemented by amalgamating a static
weight with a dynamic gate weight:

𝑔
({

𝑢̃𝑗 |𝑗 ∈ 𝑃𝑎 (𝑖)
})

=

𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚

(

∑

𝑗∈𝑃𝑎(𝑖)
𝑠𝑐𝑜𝑟𝑒𝑖𝑗 𝑢̃𝑗 +

∑

𝑗∈𝑃𝑎(𝑖)
𝛼𝑖𝑗 𝑢̃𝑗

)

(11)

𝛼𝑖𝑗 =
𝜎
(

𝑊 𝑔 [ℎ̃𝑖; 𝑢̃𝑗
]

+ 𝑏𝑔
)

∑

𝑘∈𝑃𝑎(𝑖) 𝜎
(

𝑊 𝑔
[

ℎ̃𝑖; 𝑢̃𝑘
]

+ 𝑏𝑔
) (12)

where 𝑊 𝑔 and 𝑏𝑔 are the gate mechanism parameters.
To capture and track the dialogue topic features, the dialogue

sequence is separately encoded to obtain the multi-party dialogue topic
feature vector 𝑢𝑇 𝑜𝑝𝑖𝑐𝑖 :

𝑢𝑇 𝑜𝑝𝑖𝑐𝑖 = 𝐺𝑅𝑈
(

ℎ̃𝑖, 𝑢
𝑇 𝑜𝑝𝑖𝑐
𝑖−1

)

(13)

Then, the local dialogue flow vector and the dialogue topic vector
are concatenated to yield the utterance representation 𝑢𝑖 =

[

𝑢𝑇 𝑜𝑝𝑖𝑐𝑖 ; 𝑢𝐹 𝑙𝑜𝑤
𝑖

]

for the 𝑖th turn in the dialogue.

4.3. Dialogue decoding module

Dialogue features can be categorized into two main components:
local dialogue flow information and dialogue topic information. The
local dialogue flow pertains to the dialogue graph created by linking
the utterances of the current round to their parent node, represent-
ing a developmental branch of the dialogue that encapsulates pivotal
information. On the other hand, the dialogue topic encapsulates the
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prevailing thematic essence of the multi-party dialogue. Despite the
intricate branching architecture characteristic of multi-party dialogues,
they generally center around a dominant theme.

Distinct vector representations for each utterance are derived, de-
noted as {ℎ𝑢1, ℎ

𝑢
2,… , ℎ𝑢𝑛}. Subsequently, 𝑆𝑝𝑘(𝑖) signifies the dialogue role

or the 𝑖th round, and the utterance representation is amalgamated
ith the corresponding role embedding 𝑠𝑖𝑆𝑝𝑘(𝑖) to formulate a novel

epresentation for each utterance unit, expressed as ℎ𝑢1 = [ℎ𝑢𝑛; 𝑠
𝑖
𝑆𝑝𝑘(𝑖)].

In terms of local dialogue flow, the spatial structural information is
represented by the discourse structure graph, and the utterance feature
is enhanced with the features of its spatial neighbors.

A neighborhood attention mechanism is used to obtain the vector
representation ℎ̃𝑖 of the utterance:

𝑔
({

𝑢̃𝑗 |𝑗 ∈ 𝑃𝑎(𝑖)
})

= 𝐿𝑁(
∑

𝑗∈𝑃𝑎(𝑖)
𝑠𝑖𝑗 𝑢̃𝑗 +

∑

𝑗∈𝑃𝑎(𝑖)
𝛼𝑖𝑗 𝑢̃𝑗 ) (14)

Where 𝐿𝑁 denotes Layer Normalization, 𝐶ℎ(𝑖) represents the col-
lection of sub-utterances linked to utterance 𝑖, and 𝑃𝑎(𝑖) indicates the
set of parent utterances connected to utterance 𝑖, The attention weights
𝛼𝑐𝑖𝑗 and 𝛼𝑝𝑖𝑗 are calculated for the current utterance in relation to its
adjacent sub-utterances and parent utterances, respectively.

Next, the temporal development process of the dialogue flow is
considered. The DAG-GRU network [42] is adopted to propagate the
information of the dialogue flow. A deep post-fusion function 𝑔 (⋅) is
utilized to extract the local dialogue flow information 𝑢𝐹 𝑙𝑜𝑤

𝑖 at the 𝑖th
round of dialogue.

To equip the dialogue generative model with the capability to
discern and select task-relevant features from a diverse array of parent
utterances, a fusion function is implemented by integrating a static
weight with a dynamic gate weight:

𝛼𝑖𝑗 =
𝜎(𝑊 𝑔[ℎ̃𝑖; 𝑢̃𝑗 ] + 𝑏𝑔)

∑

𝑘∈𝑃𝑎(𝑖) 𝜎(𝑊 𝑔[ℎ̃𝑖; 𝑢̃𝑘] + 𝑏𝑔)
(15)

here 𝑊 𝑔 and 𝑏𝑔 are the gate mechanism parameters.
To effectively capture and monitor the features of the dialogue

opic, the dialogue sequence is encoded independently, yielding the
ulti-party dialogue topic feature vector 𝑢𝑇 𝑜𝑝𝑖𝑐𝑖 :

𝑇 𝑜𝑝𝑖𝑐
𝑖 = 𝐺𝑅𝑈 (ℎ̃𝑖, 𝑢

𝑇 𝑜𝑝𝑖𝑐
𝑖−1 ) (16)

Subsequently, the local dialogue flow vector and the dialogue topic
ector are concatenated to generate the utterance representation 𝑢𝑖 =
𝑢𝑇 𝑜𝑝𝑖𝑐𝑖 ; 𝑢𝐹 𝑙𝑜𝑤

𝑖 ] for the 𝑖th turn in the dialogue.
Interaction Mediator. This module addresses the interaction chal-

enges encountered by the system in multi-party dialogue generation.
s the system assumes a role in multi-party dialogues, it must deter-
ine the appropriate moments to engage. A mediator module is thus

mplemented to manage the system’s mode of interaction. The scenarios
or dialogue response are bifurcated: one scenario involves other roles
nitiating interaction with the system, eliciting a passive response from
he system; the alternate scenario arises when the system takes an
nterest in the ongoing topic among other roles, prompting it to actively
articipate and contribute to the dialogue.

The passive mode pertains to a user-centric approach in the human–
omputer dialogue process, wherein the user governs both the com-
encement and conclusion of the dialogue. In this mode, the system

eacts to each user’s utterance sequentially until the user ceases to
espond, effectively ending the dialogue flow. Leveraging the discourse
tructure graph, which links the current utterance to its antecedent, if
he speaker attributed to a parent utterance assumes the system’s role,
he ensuing utterance is interpreted as being addressed to the system.
onsequently, it necessitates a response from the system side.

In active mode, the system is required to proactively engage in the
urrent dialogue. Owing to the distinct nature of interaction in multi-
arty dialogues, the system must ascertain the opportune moments
o integrate itself into the current dialogue flow. Supervised learning
6

echniques are employed to forecast the subsequent speaker within the
ialogue. When it is anticipated that the system itself is to assume the
ext role in the dialogue, a response utterance is crafted. The prediction
f the forthcoming dialogue role, denoted as 𝑠𝑝𝑘𝑟𝑒𝑝𝑙𝑦, is calculated in the
ollowing manner:

𝑝𝑘𝑟𝑒𝑝𝑙𝑦 = 𝑎𝑟𝑔max (𝛼) (17)

=
𝑣𝑇 tanh

(

𝑊 𝑔𝑢𝑛 + 𝑈𝑔𝑠𝑛𝑒
)

∑

𝑝∈𝑆(𝐷) 𝑣𝑇 tanh
(

𝑊 𝑔𝑢𝑛 + 𝑈𝑔𝑠𝑛𝑝
) (18)

Where 𝑊 𝑔 and 𝑈𝑔 represent the learnable parameter matrices, 𝑢𝑛
signifies the state code of the dialogue flow obtained for the current
round, and 𝑠𝑛𝑒 indicates the state code of the dialogue role 𝑒 in the
current round.

Response Generation. Upon the Interaction Mediator module as-
ertaining the necessity for the system side to formulate a response in
he current turn, it produces a response. In the context of multi-party
ialogue, it is imperative to take into account the role information to
nsure that the generated response is congruent with the stance of the
ertinent speaker role. Therefore, a GRU module is employed to imple-
ent the decoder, with the incorporation of an attention mechanism to

levate the response quality. The generation sequence for the 𝑡th word
𝑦𝑡 within the response unfolds as follows:

𝑦𝑡 = 𝑎𝑟𝑔max
(

𝑝𝑡
)

(19)

𝑝𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
(

𝑊 𝑜 [𝑐𝑡; 𝑠𝑛𝑆𝑌 𝑆𝑇𝐸𝑀 ; 𝑓𝑡
])

(20)

𝑓𝑡 = 𝐺𝑅𝑈
(

𝑓𝑡−1,
[

𝑐𝑡; 𝑠𝑛𝑆𝑌 𝑆𝑇𝐸𝑀 ;𝐸𝑚𝑏
(

𝑦𝑇−1
)])

(21)

Where 𝑊 𝑜 represents a trainable parameter matrix, 𝐸𝑚𝑏 (⋅) signifies
the word embedding operation, and the initial state 𝑓0 of the GRU is
initialized using the current dialogue flow state vector 𝑢𝑛. The term
𝑠𝑛𝑆𝑌 𝑆𝑇𝐸𝑀 refers to the current role state vector of the system role within
the dialogue.

The utterance-level attention vector 𝑐𝑡 at the 𝑡th time step is com-
puted as follows:

𝑐𝑡 =
𝑛
∑

𝑖=1
𝛼𝑖ℎ̃𝑖 (22)

𝛼𝑖 =
𝑒𝑥𝑝

(

𝑓𝑇
𝑡−1𝑊

𝑎ℎ̃𝑖
)

∑𝑛
𝑘=1 exp

(

𝑓𝑇
𝑡−1𝑊

𝑎ℎ̃𝑘
) (23)

The 𝑊 𝑎 represents a learnable parameter matrix and ℎ̃𝑖 signifies the
deep vector representation of the utterance, which is derived through
the neighborhood attention mechanism. Ultimately, to achieve maxi-
mal coherence and contextual relevance, the system response utterance
is generated through the application of the Beam Search algorithm.

5. Experiments

5.1. Experimental setup

Datasets. The Ubuntu IRC dataset [43] is used and divided into
multiple groups of dialogues based on window size. The dialogues
are further filtered by limiting the maximum length of the utterances,
removing dialogues with excessive punctuation and those that are too
short, and eliminating dialogues with only two roles. Finally, 91364
groups of multi-party dialogues are randomly sampled for training,
validation, and testing, with 85364/3000/3000 groups of dialogues
being used for training, validation, and testing respectively.

Training details. The BERT model with bert-base-cased embedding
is employed for embedding the input textual utterances, with the final
two layers subjected to fine-tuning during the training phase. The
dimensions of the hidden layer vectors and role vectors are set to
300, and the number of attention heads is set to 4. Structurally, the

model incorporates a dual-layer GRU architecture. The Adam optimizer
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Table 1
The next role prediction accuracy of the active
module in the Interaction Mediator, which is
crucial for facilitating seamless transitions and
preserving the coherence of multi-party dialogues.
Model Accuracy(%) Time(ms)

Static-ADR 52.9 245
Dynamic-ADR 59.0 267
ChatMDG-Seq 61.8 294
ChatMDG-Tree 73.2 301
ChatMDG-DAG 79.5 312

Table 2
The experimental evaluation of the Interaction Mediator in three
different modes.
Mode Interaction mediator

Precision (%) Recall (%) F1 (%)

Active 85.9 62.7 72.5
Passive 73.6 82.0 77.6
Mixed 76.3 90.6 82.8

orchestrates the training regimen, initiating with a learning rate of
5e-4, which is progressively attenuated in tandem with the training
evolution. Configurational parameters include a batch size of 16, a
dropout rate of 0.3, and an upper limit of 30 for utterance length.

Evaluation metrics. Following the evaluation metrics for multi-
party dialogue systems summarized by Mahajan et al. [44], multiple
evaluation metrics are used to measure different aspects of the system’s
performance. Precision, recall, and F1 scores are used to evaluate the
effectiveness of the I Interaction Mediator module, while the quality of
dialogue generation is evaluated using BLEU-1, BLEU-2, BLEU, ROUGE,
and METEOR metrics, all sourced from the NLTK toolkit.

5.2. Results and analysis

Interaction Mediator evaluation. The Interaction Mediator mod-
ule’s active inclusion mode is operationalized by forecasting the subse-
quent dialogue role. Our model is benchmarked against Static-ADR [30]
and Dynamic-ADR [30]. Our Model-Seq uses a linear connection to
the dialogue history, so it cannot determine the recipient’s identity.
Our Model-Tree associates each dialogue utterance with only one par-
ent utterance, while Our Model-DAG uses a graph structure, where
each utterance can have any number of associated parent utterances.
The empirical findings presented in Table 1 elucidate that Static-ADR
merely leverages embedding matrices for role encoding in a topological
sequence, thus failing to amalgamate role-specific information within
the dialogue effectively. In contrast, other models amalgamate utter-
ance data to refresh the role vector, indicating that the inclusion of
utterance data aids in depicting role states more accurately. A compar-
ative analysis of sequence, tree, and graph-based models reveals the
beneficial influence of dissecting the dialogue’s discourse structure and
refining the roles’ identity attributes. The graph-based model exhibits
superior role feature learning capabilities, underscoring the efficacy
of the graph structure for reply relationships derived from discourse
parsing in this study over the tree-structured approach. This results in
more authentic role identity predictions and heightened accuracy in
prognosticating the forthcoming speaking role.

The overall testing is conducted on the dialogue interaction control
module to assess its functionality in authentic multi-party dialogue
scenarios, where multiple roles may concurrently be apt for a response.
To this end, dialogues are partitioned into two segments at a 2:1 ratio,
with the initial segment constituting the dialogue history and the latter
segment identifying all roles eligible to respond to the concluding ut-
terance in the dialogue history. The model’s capability to ascertain the
suitability of each role for response under varying interaction modes
is considered. The results depicted in Table 2 indicate that the hybrid
7

mode, which merges passive and active modes, enhances the system’s
response propensity, resulting in the highest recall rate among the three
modes, with precision falling between the other two. By integrating
the active and passive modes, the hybrid mode effectively meets the
system’s requirement to maintain the dialogue flow while also engaging
actively in the multi-party dialogue.

Response generation evaluation. To validate the effectiveness of
our proposed model in multi-party dialogue scenarios, it is bench-
marked against a selection of seminal methodologies within the field
of generative dialogue, including the following baseline methods: (1)
Seq2Seq [45], A foundational sequence-to-sequence architecture that
integrates dialogue history for enhanced understanding. (2) HRED [23],
Utilizes a hierarchical encoder to encode utterances and dialogues
separately, capturing the nuanced layers of dialogue structure. (3)
HRAN [46], Employs a dual attention mechanism during decoding to
concentrate on each utterance and word within the dialogue history.
(4) HSAN [47], Leverages a hierarchical self-attention mechanism to
deepen dialogue comprehension and facilitate generation. (5) HSAN-
spk [47], Adopts the same role-state tracking module as our model
to delineate various dialogue roles distinctly. (6) ICRED [33], Mod-
els individual dialogue role characteristics in multi-party settings and
maintains a contextual representation of each role’s latest utterance
through a memory layer. (7) GSN [34], Introduces a graph-based en-
coding framework that distinguishes speakers but cannot model inter-
speaker relationships, connecting utterances from the same speaker
with hidden edges. (8) ASRG [36], Also captures the state of each
dialogue role and employs an attention mechanism to discern the
intended recipient of the dialogue during the generation phase. These
methodologies provide a comprehensive spectrum of approaches for
understanding and generating multi-party dialogues, against which our
model’s performance is meticulously assessed.

As shown in Table 3, our proposed method outperforms all the
baseline methods in multi-party dialogue scenarios. The findings reveal
that models such as Seq2Seq, HRED, HRAN, and HSAN, which neglect
the roles within the dialogue and its structural aspects, exhibit inferior
performance compared to models specifically designed for multi-party
dialogue generation. HSAN-spk and ICRED, which discern between
different dialogue roles, show enhanced outcomes yet still perceive di-
alogues as linear sequences, overlooking the structured nature inherent
to multi-party dialogues. On the other hand, GSN and ASRG, which are
predicated on tree and hierarchical structures respectively, manifest a
degree of improvement. However, GSN falls short in explicitly model-
ing the state of dialogue roles, and ASRG does not comprehensively
leverage the prior structural features of multi-party dialogues. Our
ChatMDG, by incorporating the prior graph structural attributes of
multi-party dialogues and dynamically representing each role’s state,
facilitates a more precise learning of dialogue semantics and the stance
information pertinent to each role. Compared with Our Model-Tree
and Our Model-Seq, our graph-based ChatMDG achieves state-of-the-art
performance, demonstrating the effectiveness and modeling multi-party
dialogue through graph structures and methodology.

Furthermore, to substantiate the efficacy of our proposed graph-
based framework, we conducted a comprehensive evaluation of its
performance under diverse configurations of dialogue turns and roles,
as illustrated in Fig. 5. The results indicate that our graph-based multi-
party dialogue modeling method achieves relatively better performance
in more complex multi-party dialogue structures. This observation is
mainly because when the number of dialogue turns and roles are small,
the dialogue structure is relatively simple, rendering elementary linear
modeling techniques partially effective. However, with the escalation
in the number of dialogue turns and roles, the complexity of the
dialogue structure intensifies, and the linear modeling method cannot
accurately understand the development process of the dialogue or cap-
ture cross-turn correlated dialogue utterance information. Conversely,
our graph-based methodology distinctly constructs the dialogue’s graph
architecture, thereby enabling the model to intricately trace and encode
the developmental dynamics of the dialogue flow. This facilitates a
precise depiction of each role’s state, culminating in a demonstrably

stable performance in complex multi-party dialogue scenarios.
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Table 3
Response generation performance (%) of ChatMDG and baseline approaches on the UbuntuIRC dataset.
Model UbuntuIRC

BLEU-1 BLEU-2 BLEU ROUGE METEOR

Seq2Seq [45] 5.9714 1.7804 0.5309 0.5287 3.7833
HRED [23] 6.3436 1.9116 0.5945 0.5861 4.1009
HRAN [46] 6.5532 2.0540 0.6194 0.6117 4.2842
HSAN [47] 7.7067 2.1458 0.6743 0.6689 4.8170
ICRED [33] 8.2895 2.5116 0.7232 0.7161 5.3526
HSAN-spk [47] 8.9728 2.7466 0.8018 0.7590 5.8271
GSN [34] 9.0254 2.7821 0.7837 0.7728 5.9185
ASRG [36] 9.4082 2.8896 0.8621 0.8509 6.5987

ChatMDG-seq 7.9723 2.2853 0.7081 0.6844 5.1534
ChatMDG-tree 9.3951 2.7687 0.8588 0.8361 6.3623
ChatMDG (Ours) 9.7242 3.0416 0.9064 0.8903 6.8961
Fig. 5. The Impact of Different Turns and Roles on Different Discourse Structures. A Comparative Analysis of semantic-enhanced graphs based on Directed Acyclic Graph (DAG),
Tree, and Sequence.
Table 4
Examples of Case study on Interactive Mediator.

Turn Role Utterance

1 SpeakerA How can I install new packages into Ubuntu?
2 SYS You can install the package from the repositories.

(Respond to SpeakerA)
3 SpeakerB A few ways, you can use synaptic or apt-get.
4 SpeakerC You need to use it with sudo though.
5 SpeakerA But it is not working.
6 SYS What do you mean it does not work?

(Respond to SpeakerA)
7 SpeakerC What error messages are you getting? That might

give you a clue on how to fix it.
8 SpeakerA It is saying that the package has broken

dependencies.
9 SYS You can try to fix broken dependencies before

install the package.
(Respond to SpeakerA)

10 SpeakerB Yes, using the command sudo apt-get install -f to
fix it.

11 SYS It is a workaround as well, though.
(Respond to SpeakerB)

5.3. Case study

Case study on Interactive Mediator. In multi-party dialogue gen-
eration, it is imperative for the system to adeptly manage its mode of
interaction. To this end, we initially orchestrated a simulated dialogue
encompassing the system and multiple users, grounded in real-world
scenarios, with the empirical outcomes presented in Table 4. Within
this simulated environment, SpeakerA, SpeakerB, and SpeakerC are three
user roles controlled by manual input during the dialogue, and the
SYS is the system role, which automatically determines whether to
reply in each turn and generates a response at an appropriate time.
The results detailed in Table 4 illustrate the system’s capacity to
judiciously navigate its dialogue interaction mode, opting to engage
8

with utterances specifically pertinent to its designated role rather than
indiscriminately responding to every message from other participants.
Additionally, the utterances produced by the system not only align
with its designated role perspective but also demonstrate an astute
consideration of the preceding dialogue’s context. For instance, in the
ninth turn of the dialogue, the SYS generated the phrase "You can try
to fix broken dependencies before installing the package." which reflects
its understanding of the history of multi-party dialogue and takes into
account the ‘‘install’’ issue discussed in the first and second turns.

Case study on Response generation. To validate the model’s
proficiency in seamlessly integrating information pertaining to role
stances, it was manipulated to formulate responses while assuming
various roles within a consistent historical dialogue backdrop, thereby
facilitating the examination of response variations attributable to dis-
tinct role stances. Illustrated in Table 5, the first four turns are the
known dialogue history, and the four utterances in the fifth turn are
the utterances generated by the model as four different roles. In the
first four turns of the dialogue history, Role A’s stance is that of a
questioner, while Role B and Role C’s stances tend to be answerers.
Based on the four different responses generated in the fifth turn, It
can be seen that Role A’s stance expresses more doubts and questions
about the problem, while Role B and Role C’s stances respond to Role
A’s question from different perspectives. Role B offers a solution to the
problem, while Role C clarifies the problem further. This phenomenon
is consistent with the original dialogue stance of each role. Finally, the
model was also tasked with generating responses in the capacity of
an observer, denoted as Role D. The responses thus produced were in
harmony with the observer’s neutral stance, exhibiting no discordance
with its predefined identity, even when addressing identical issues.

6. Conclusion

The complexity of multi-party dialogues is amplified by the dynamic
interplay of interactions across various roles and the multiple possi-
bilities of the multi-party dialogue flows. In this study, we introduce



Information Fusion 110 (2024) 102469J. Li et al.
Table 5
Examples of System Response generation at different role positions.
Turn Role Utterance

1 SpeakerA What webcam should I get so that it would work well in Ubuntu?
2 SpeakerB None, webcam support is pretty universally bad. you might find

some with recent support, though.
3 SpeakerC For lists of supported hardware on ubuntu see URL – to help

debugging and improving hardware detection.
4 SpeakerA That is not too good, I am working on filepath and i need to test it

with something.

5

Role A I have no idea. I don’t see it in offtopic.
Role B I think you are asking around for the support question, check your

filepath.
Role C What kind of webcam are you using?
Role D I have a similar problem with the webcam from my network

manager.
ChatMDG, a semantic-enhanced graph fusion methodology designed to
model the complexities of multi-party dialogues, wherein each graph
node is representative of an individual utterance. ChatMDG achieves
discourse parsing and fuses role-interaction information for multi-party
context understanding, which further instructs response generation.
This strategy empowers our model with a deeper understanding of
the dialogue structure across a range of interactions. The experimental
results show that our proposed ChatMDG model achieves 79.55% accu-
racy on the Ubuntu IRC dataset, outperforming other existing models,
demonstrating ChatMDG‘s capability to effectively navigate multi-party
dialogue scenarios.

In our future work, we aim to study the utilization of the semantic-
enhanced graph for the integration and regulation of LLMs, Through
the fusion of graph and language synchronous generation methods,
devising more interpretable and human-like interaction in the complex
multi-party dialogue generation.
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