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Recommendations Are Ubiquitous: Products, 
Medias, Entertainment… 
• Amazon

• 300 million customers
• 564 million products

• Netflix
• 480,189 users
• 17,770  movies 

• Spotify
• 40 million songs

• OkCupid
• 10 million members 
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Typical Methods: Matrix Factorization 
(Koren KDD’08, KDD 2018 TEST OF TIME award)
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Probabilistic Interpretations: PMF 

• The objective of matrix factorization

• Probabilistic interpretations (PMF)
• Gaussian observations & priors

• Log posterior distribution

• Maximum a posteriori (MAP) estimation Minimizing sum-of-
squared-errors with quadratic regularization (Loss + Regu)

𝑟𝑢𝑖

𝑢 ∈ [𝑚]

𝐏𝑢
𝑸𝑖

𝑖 ∈ [𝑛]

𝜎0
2

𝜎2

4Mnih & Salakhutdinov. Probabilistic matrix factorization. NIPS’07



Limited Expressiveness of MF: Example I

• Similarity of user u4:
• Given: Sim(u4,u1) > 

Sim(u4,u3) > Sim(u4,u2)

• Q: Where to put the latent 
factor vector p4?

• MF can not capture highly 
nonlinear
• Deep learning, nonlinearity
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Limited Expressiveness of MF: Example II

• Transitivity of user U3:
• Given: U3 close to item v1 

and v2

• Q: Where v1 and v2 should 
be?

• MF can not capture 
transitivity
• Metric learning, triangle 

inequality
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Modelling Nonlinearity: Generalized Matrix 
Factorization
• Matrix factorization as a single layer linear

neural network 
• Input: one-hot encodings of the user and item 

indices (u, i)
• Embedding: embedding matrices (P, Q)
• Output: Hadamard product between 

embeddings with an identity activation and a 
fixed all-one vector h

• Generalized Matrix Factorization 
• Learning weights h instead of fixing it
• Using non-linear activation (e.g., sigmoid) 

instead of identity

Hadamard product 

identity activation all-one vector
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Go Deeper: Neural Collaborative Filtering
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• Stack multilayer feedforward 
NNs to learn highly non-linear 
representations

• Capture the complex user-
item interaction relationships 
via the expressiveness of 
multilayer NNs 
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Collaborative Filtering Faces Challenges: Data 
Sparsity and Long Tail
• Data sparsity

• Netflix
• 1.225%

• Amazon  
• 0.017%

• Long tail
• Pareto principle (80/20 rule): 

• A small proportion (e.g., 20%) of 
products generate a large proportion 
(e.g., 80% ) of sales
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A Solution: Cross-Domain Recommendation

• Two domains
• A target domain (e.g., Books 

domain) R={(u,i)}, 

• A related source domain (e.g., 
Movies domain) {(u,j)}

• Probability of a user prefers an 
item by two factors 
• His/her individual preferences 

(in the target domain), and 

• His/her behavior in a related 
source domain
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Typical Methods: Collective Matrix 
Factorization (Singh & Gordon, KDD’08)

• User-Item interaction matrix R

• Relational domain: Item-Genre content matrix Y

• Sharing the item-specific latent feature matrix Q
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Deep Methods: Cross-Stitch Networks (CSN)

• Linear combination of activation maps 
from two tasks

• Strong assumptions (SA)
• SA 1: Representations from other network 

are equally important with weights being 
all the same scalar

• SA 2: Representations from other network 
are all useful since it transfers activations 
from every location in a dense way
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The Proposed Collaborative Cross Networks 

• We propose a novel deep transfer learning method, Collaborative 
Cross Networks, to 
• Alleviate the data sparsity issue faced by the deep collaborative filtering 

• By transferring knowledge from a related source domain

• Relax the strong assumptions faced by the existing cross-domain 
recommendation
• By transferring knowledge via a matrix and enforcing sparsity-induced regularization
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Idea 1: Using a matrix rather than a scalar 
(used in cross-stitch networks) to transfer
• We can relax the SA 1 assumption (equally important)
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Idea 2: Selecting representations via sparsity-
induced regularization
• We can relax the SA 2 assumption (all useful)
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The Architecture of the CoNet Model

• A version of three hidden layers and two cross units
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Model Learning Objective

• The likelihood function (randomly sample negative examples)

• The negative logarithm likelihood   Binary cross-entropy loss 

• Stochastic gradient descent (and variants)
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Model Learning Objective (cont’)

• Basic model (CoNet)

• Adaptive model (SCoNet)
• Added the sparsity-induced penalty term into the basic model

• Typical deep learning library like TensorFlow
(https://www.tensorflow.org) provides automatic differentiation 
which can be computed by chain rule in back-propagation.
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Complexity Analysis

• Model analysis

• Linear with the input size and is close to the size of typical latent factors 
models and neural CF approaches

• Learning analysis
• Update the target network using the target domain data and update the 

source network using the source domain data
• The learning procedure is similar to the cross-stitch networks. And the cost of 

learning each base network is approximately equal to that of running a typical 
neural CF approach
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Dataset and Evaluation Metrics

• Mobile: Apps and News

• Amazon: Books and Movies

• A higher value (HR, NDCG, MRR) with 
lower cutoff topK indicates better 
performance
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Baselines

• BPRMF: Bayesian personalized ranking

• MLP: Multilayer perceptron

• MLP++: Combine two MLPs by sharing the user embedding matrix

• CDCF: Cross-domain CF with factorization machines

• CMF: Collective MF

• CSN: The cross-stitch network
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Comparing Different Approaches

• CSN has some difficulty in benefitting from knowledge transfer on the 
Amazon since it is inferior to the non-transfer base network MLP

• The proposed model outperforms baselines on real-world datasets 
under three ranking metrics
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Impact of Selecting Representations

• Configurations are {16, 32, 64} * 4, on Mobile data

• Naïve transfer learning approach may confront the negative transfer

• We demonstrate the necessity of adaptively selecting representations 
to transfer
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Benefit of Transferring Knowledge

• The more training examples we can reduce, the more benefit we can 
get from transferring knowledge

• Our model can reduce tens of thousands training examples by 
comparing with non-transfer methods without performance 
degradation
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Analysis: Ratio of Zeros in Transfer Matrix 𝐻

• The percent of zero entries in 
transfer matrix is 6.5%

• A 4-order polynomial to 
robustly fit the data

• It may be better to transfer 
many instead of all 
representations
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Conclusions and Future Works

• In general, 
• Neural/Deep approaches are better than shallow models,

• Transfer learning approaches are better than non-transfer ones,

• Shallow models are mainly based on MF techniques,

• Deep models can be based on various NNs (MLP, CNN, RNN),

• Future works,
• Data privacy

• Source domain can not share the raw data, but model parameters

• Transferable graph convolutional networks
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Thanks!

Q & A
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