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A Typical CF Approach: Matrix Factorization (MF)

(Koren KDD’08, KDD 2018 TEST OF TIME)
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A Limitation of MF: As a Single-Layer Linear
Neural Network

* Input: one-hot encodings of the user and

item indices (u, i) Hadamard product

 Embedding: embedding matrices (P, Q)

* Qutput: Hadamard product between oy i = ( ( O Q;))
embeddings with a fixed all-one weight ’
vector h and an identity activation

identity all-one
activation vector



CF Faces Challenges: Data Sparsity, Long Tail &
Unbalanced

* Data sparsity issue ?
* Netflix ST S
« 1.225% ? 5 ? 2 ?
* Amazon AT B
* 0.017% 5 ? 1 ? 4
* Long tail & Unbalanced
 Pareto principle (80/20 rule): |
. _ %) of o Focusing on a large number
A small proportion (e.g., 20%) o , i) of products with low volume
products generate a large proportion ¥
(e.g., 80% ) of sales

number of products °



A Solution: Collaborative filtering with text

* [tem reviews justify user ratings
* ltem content reveals topic semantics

@ OliviuNea...

“ ] " iPhone 6 16GB - A jump into the best
Rating  Smartphone availabe place. 44 17.112014

| am a tech freak, | have owned every iPhone
this, but | also owned almost every flagship A
rarely keep smartphones more than 6 months
or sell them and put a little extra so | can buy already read
| bought about 3 weeks ago. | used to have tr
everything about it, it was small and beautiful.
Aboutinie: Exams coming.up had the opportunity to exchange it for an iPhc
next, sorry for my absence. photos and videos | disliked the design of the
bigger phone and hated how | had problems
walking, always in need for 2 hands was one

Add to my Circle of Trust
Subscribe to reviews

Member since: 12.10.2014
Reviews: 30




Topic Modelling: Hidden Factors & Topics (HFT)

* Using a transform that aligns latent item factors and item topics

Item item topic
parameters distribution
Learning item ) ¢ Learning item
factors by ranstorm topic distribution
fa.ctorizing. b exp(Kiz) by topic
rating matrix Lk T S exp(h ) modeling
v € R® 0, € AK (e, Y 0, =1)
k

McAuley & Leskovec, Hidden factors and hidden topics, RecSys’13



Pre-extracted Word-embedding as Features (TBPR)

» Basic MF factorizes ratings into user/item latent factors
 Another MF factorizes reviews into user/item text factors

F-dimensional
item latent factors Biases
they work very well easy @
tl; Cl,ja; we :u"EISh them in Embedding
the dishwasher... > .
very soft and comfortable Linear Map / —> | Predictor | <
and warmer ... .
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Hu & Dai, Integrating Reviews into Personalized Ranking for Cold Start Recommendation, PAKDD’17



Personalized Neural Embeddings (PNE)

* Inspired by neural CF and entity embeddings
* PNE jointly learns embeddings of users, items, and words

* PNE estimates the probability that a user will like an item by two
terms

* behavior factors and semantic factors



Behavior Factors: Learning Neural
Embeddings of Users & Iltems

e Recap: MF as a linear NN o behavior

ui

Hadamard product

= ReLU(Wx,; + b)

Behavior factors

) T Non-linear Zyi
Concatenation /x,w\
identity activation all-one vector Embedding X; Xy
47 A
. . . o Q P
* Learning weights h instead of fixing it Input i u
* Using non-linear activation instead of ltem User

identity




Semantic Factors: Learning Personalized Word

Embeddings

* Personalized word embedding
encodes the importance of a
word to the given user-item
Interaction
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Jointly Learning Embeddings of Users, Items, &

Words

Predicted score Ground truth

e Sharing user and
item embeddings

. softmax | layer ui_ N
* Binary cross- , !
. 5
entropy loss Joint J

representation
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Dataset and Baselines

* Datasets
 Amazon: Product reviews by users
* Cheetah Mobile: News reading by users

Dataset | #user  #lem  #raling #word ﬁdcnﬁily ave. words
Amazon | 83514 28,262 56,050 1.845,387 | 0.023% 65.3
Cheetah | 15,890 84,802 477,685 612839 | 0.035% 7.2

* Baselines Baselines | Shallow method Deep method
CF BPR MLP

CF w/ text HFT, TBPR LCMR, PNE (ours)




Evaluation Metrics

* Top-N item recommendation

* Metrics to measure the accuracy of rankings
* Hit Ratio (HR)
* Mean Reciprocal Rank (MRR)
* Normalized Discounted Cumulative Gain (NDCG)

1
HR = — 8(pu < topN).
R ul Zueu (pu < topN),

1

1
MRR = — —
U] Zueu Pu
log 2

1
NDCG = — E
U] wedd log(py + 1)’




Comparing Different Approaches:
PNE vs Multilayer Perceptron

 Since CFNet of PNE is a neural CF (with one hidden layer), results
show the benefit of exploiting unstructured text to alleviate the data
sparsity issue faced by pure CF methods

Method
BPR HFT TBPR MLP LCMR PNE

HR 8.10 1077 15.17 21.00% 20.24  23.52

5 NDCG | 5.83 815 12.08 14.86% 14.51 16.46
MRR 509 729 11.04 12.83% 12.63 14.13

HR 12.04 13.60 17.77 28.36* 28.36% 31.86

10 NDCG | 7.10 9.07 1291 16.97* 1678 19.15
MRR 561  7.67 11.38 13.71*% 13.56 15.24

HR 18.21 27.82 22.68 3820 3951*% 42.21

200 NDCG | 8.64 1252 14.14 1899 19.18*% 2175
MRR 6.02 854 11.71 14.26% 14.20 15.95

TopK Melric




Comparing Dif
PNE vs HFT & °

‘erent Approaches:
‘BPR

* Results show the benefit of integrating content text through MemNet
(and also exploiting interactions through neural CF)

TopK Melric Method
BPR HFT TBPR MLP LCMR PNE
HR 8.10 10.77 15.17 21.00% 20.24 23.52
5 NDCG | 583 8.15 12.08 14.86% 14.51 16.46
MRR 509 7.29  11.04 12.83*% 12.63 14.13
HR 12.04 13.60 17.77 28.36*% 28.36% 31.86
10 NDCG | 7.10 907 1291 1697* 16,78 19.15
MRR 5.61 7.67 11.38 13.71*% 13.56 15.24
HR 18.21 27.82 2268 3820 3951% 42.21
20 NDCG 8.64 1252 14.14 18.99 19.18*%  21.75
MRR 6.02 854 11.71 14.26% 14.20 15.95

17



Comparing Different Approaches:
PNE vs LCMR

e Since MemNet of PNE is the same with Local MemNet of LCMR (with
one-hop), results show the design of CFNet of PNE is more reasonable
than that of Centralized MemNet of LCMR

* This also points out the challenge of effectively fusing ratings & text

Method
BPR HFT TBPR MLP LCMR PNE
HR 8.10 1077 1517 21.00% 20.24 23.52
5 NDCG | 5.83 8.15 12.08 14.86* 14.51 16.46
MRR 509  7.29 11.04 12.83* 12.63 14.13
HR 12.04 13.60 17.77 28.36* 28.36*% 31.86
10 NDCG | 7.10 9.07 1291 16.97* 16.78 19.15
MRR 561 7.67 11.38 13.71*% 13.56 15.24
HR 18.21 27.82 2268 3820 3951% 42.21
20 NDCG | 8.64 1252 14.14 1899 19.18* 21.75
MRR 6.02 854 11.71 14.26% 14.20 15.95

TopK Metric




PNE Learns Meaningful Word Embeddings

* Nearest neighbors of
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http://home.cse.ust.hk/~ghuac/

Conclusion and Future Works

* Conclusion
e Behavior interactions can be effectively integrated with unstructured text via
jointly learning neural embeddings of users, items, and words
* Future works

* User privacy
* A user does not want to share the raw data with others
* General data privacy regulatory (GDPR) and Federated learning
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