
www.postersession.com

Personalized Neural Embeddings for Collaborative Filtering 
with Unstructured Text  

Guangneng Hu and Yu Zhang
Department of Computer Science and Engineering, Hong Kong University of Science and Technology, Hong Kong

njuhgn@gmail.com, yu.zhang.ust@gmail.com 

Motivation1

Existing hybrid methods to alleviate the sparsity in collaborative filtering:

• TBPR treats different words in 

the item document as equal 

importance:

• Where e is the word embedding  

and f is the text feature for item

Personalized Neural Embeddings2

A personalized neural embedding (PNE) model to learn embeddings of 

users, items, and words jointly, and predict the user preferences on items 

based on these learned representations

Result3

Contributions

Analysis4

• The first neural embedding model that integrates relational 

interactions data with unstructured text by bridging neural CF and 

memory networks

• PNE learns meaningful word embeddings which raising a rethinking 

the social impact of language technology
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• LCMR uses a softmax (NOT 

sigmoid) activation function 

between two hidden layers

• The values would be fairly 

small causing a vanishing 

gradient since it would be 

normalized to a probability 

distribution

• Nearest neighbors of drug are: shot, shoots, gang, murder, 

killing, rape, stabbed, truck, school, police, teenage

• Meaningful semantics for word embeddings such that words are 

to cluster when they have relevant semantics

• May infer that school teenagers have high relationships to the 

drug issue from the corpus and this should raise a concern for 

the whole society which shows the social impact of natural 

language processing
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